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Abstract 
Drug discovery is a multi-parameter optimisation process, in which the goal of a project is to identify compounds 
that meet multiple property criteria required to achieve a therapeutic objective. However, having chosen a 
profile of property criteria, their impact on the decisions made regarding progression of compounds or chemical 
series should be carefully considered. In some cases, the decision will be very sensitive to a specific property 
criterion and such a criterion may be artificially distorting the direction of the project; any uncertainty in the 
‘correct’ value or the importance of this criterion may lead to valuable opportunities being missed. In this paper, 
we will describe a method for analysing the sensitivity of the prioritisation of compounds to a multi-parameter 
profile of property criteria. We show how the results can be easily interpreted and illustrate how this analysis 
can highlight new avenues for exploration. 



 

 

Introduction 
Medicinal chemistry is a delicate balancing act, requiring many compound properties to be simultaneously 
optimised to achieve the therapeutic objectives of a drug discovery project. A safe and efficacious drug that 
reaches the market must have sufficient potency against its therapeutic target(s), appropriate absorption, 
distribution, metabolism and excretion (ADME) properties and avoid interactions with off-targets or non-specific 
toxicities at therapeutic concentrations to achieve an acceptable safety window. 

In order to guide this multi-parameter optimisation (MPO) process, it is common to define a set of property 
criteria or a ‘target profile’ that compounds must achieve for progression at different stages, e.g. hit selection, 
hit-to-lead and candidate selection. These are often defined by a multi-disciplinary project team, based on the 
experience of medicinal chemistry, pharmacology, drug metabolism and pharmacokinetics (DMPK) and 
toxicology team members, sometimes supported by statistical analysis of other compounds previously 
progressed for similar objectives [1] [2]. 

However, having chosen a profile of property criteria, we should consider the impact that this choice will have 
on the decisions made, i.e. the compounds or chemical series chosen for progression. In some cases, the choice 
of compounds will be very sensitive to a specific property criterion or the importance given to it. In these cases, 
that criterion may be artificially distorting the direction of the project; if we are not very confident that the ‘right’ 
criterion has been used, this may lead to valuable opportunities being missed. 

As an analogy, consider another decision we may make in our everyday lives; choosing the ‘perfect’ hotel for a 
well-deserved vacation. We might look on Trip Advisor and consider many criteria including location, reviews of 
characteristics such as cleanliness of accommodation, proximity to an attraction, family friendliness and others. 
Maybe we decide that the hotel must be within half a mile of the beach and, to narrow down the choices, we 
filter out all of the hotels that are further away. But, what if an otherwise perfect hotel was 900 yards from the 
beach? This arbitrary decision may mean that we miss the vacation of a lifetime! 

In the context of drug discovery, consider a progression criterion for potency that specifies that the IC50 must be 
less than 10nM. But, what if the most active member of a chemical series with good ADME and safety 
characteristics has a potency of 50 nM; would it make sense to reject this series? In a simple case such as this, it 
may be possible to spot this exception, but with the increasing complexity and diversity of the data used in early 
drug discovery, these sensitivities may not always be apparent. In addition, as time progresses it can be difficult 
to remember the details of chemical series explored earlier in a project and consideration of these sensitivities 
can reveal alternative directions or backup series, should a project reach an insurmountable issue with its 
primary series. 

In another scenario, it is not uncommon to have disagreements within a project team regarding the most 
appropriate property criteria and their importance to the overall decision. For example, one member of a team 
may insist that the aqueous solubility of a compound must be at least 100 μM to consider for progression, while 
another may feel that this is too strict, suggesting that any downstream solubility issues could be addressed by 
appropriate formulation. In this scenario, the question is, “Does it matter?” If both criteria lead the project to 
select the same compounds, then this debate is not relevant to the decision being made. On the other hand, if 
the choice of solubility criterion will dramatically affect the direction of the project, the debate must be had in 
earnest. Alternatively, it may be a good strategy to sample some of the compounds selected by each criterion 
for progression and gather some downstream data before making a final decision about which criterion is the 
most appropriate. 

Answers to questions such as these can be addressed by sensitivity analysis, to rigorously consider the impact 
of small changes in property criteria and their importance in the context of a multi-parameter profile. In the 
paper, we will describe a method for sensitivity analysis that generates easily interpretable results, to help to 
guide critical compound selection decisions in drug discovery, avoiding missed opportunities and revealing 
potentially valuable new avenues for exploration. 

In the next section we will give a brief overview of approaches to multi-parameter optimisation as a foundation 
for a description of methods for sensitivity analysis. We will then discuss the application of these methods using 
some illustrative applications before drawing conclusions.  

  



 

 

Methods 
Introduction to Multi-Parameter Optimisation 

Methods for prioritising solutions (compounds, in the context of drug discovery) are commonly described using 
a range of terms including MPO, multi-objective optimisation (MOOP), and multi-criteria decision-making 
(MCDM). For simplicity, we will refer to these as MPO. Comprehensive reviews of MPO methods applied in drug 
discovery can be found in references [3] [4].  

Probably the simplest approach for MPO is the use of filters, removing compounds that do not meet each of a 
series of property criteria in the hope that a ‘perfect’ compound will emerge that passes all of the criteria. 
However, particularly early on in a drug discovery project, it is unlikely that any compound under consideration 
will meet all of the criteria and, in practice, it is usually necessary to compromise in order to make progress. In 
such a scenario, the importance or weight of each criterion should be considered. Furthermore, filters are often 
unnecessarily harsh, making inappropriate distinctions between compounds. For example, a popular selection 
criterion based on molecular weight (MW) is that a compound should be less than 500 Da to be ‘drug like’. 
However, does a compound with a MW of 499 Da really have a better chance of success than another compound 
with MW of 501 Da? The correlation between MW and the success of compounds does not support this 
distinction [5]. This problem is compounded by the fact that the data with which decisions are made often have 
significant uncertainties due to experimental variability or statistical error [6]. For example, the standard 
deviation in a measured IC50 may be a factor of 3 (0.5 log units), so in this case a compound with a measured IC50 
of 125 nM has, approximately, a 40% chance of meeting a criterion of <100 nM (assuming a Normally distributed 
error). Furthermore, the individual uncertainties in each filter combine; for example applying 5 filters, each of 
which has an accuracy of 80%, means that the chance of a perfect compound passing all 5 filters is only 33%, i.e. 
the sequence of filters is twice as likely to reject a perfect compound as to pass it. Therefore, despite its apparent 
simplicity, filtering should be treated with caution. 

One approach to avoiding the artificial harshness of filters is to use desirability functions [7] to map the value of 
each property onto a scale of desirability from 0 (unacceptable) to 1 (ideal). This enables more subtle distinctions 
to be made between similar property values. Some simple examples of desirability functions are shown in Figure 
1. The desirabilities of individual properties can be combined to calculate an overall desirability index, or score, 
that can be used to rank compounds according to their performance against multiple criteria simultaneously. 
There are two common approaches to combining the desirabilities of individual properties to calculate an overall 
desirability index D: 

Additive: 𝐷(𝑥1, 𝑥2, … , 𝑥𝑁) = ∑ 𝑐𝑖𝑑𝑖(𝑥𝑖)𝑁
𝑖=1 ; 

Multiplicative: 𝐷(𝑥1, 𝑥2, … , 𝑥𝑁) = ∏ 𝑑𝑖(𝑥𝑖)𝑐𝑖𝑁
𝑖=1 ; 

where xi are the values of N properties, di are the desirability functions for the corresponding properties and ci 
are optional coefficients that can be used to define the weight of each individual property in the profile. The 
scores may also be normalised for the number of properties being considered by taking the arithmetic or 
geometric mean in the case of the additive or multiplicative approaches respectively. 

An additive approach has a disadvantage that the impact of any single property on the overall score will be 
limited; a poor result for a single property is not sufficient to ‘kill’ a compound, which may be appropriate in 
some cases. For example, a completely inactive compound would not be interesting, even if it had perfect ADME 
and physicochemical properties. Furthermore, unless it is appropriately normalised, an additive score will 
increase with the number of properties for which data has been generated, which may inappropriately bias 
decisions towards compounds which have progressed further and hence been studied in more assays. In 
contrast, with a multiplicative approach, critical properties can be defined, such that a poor result in any of these 
would be sufficient to ‘kill’ a compound. This provides greater flexibility in the definition of the required property 
profile, however there is a danger that a multiplicative approach could be overly harsh. Where a poor result in 
one property could be mitigated by good outcomes for others, the desirability functions should be carefully 
chosen to avoid this. For example, for a CNS indication, limited blood-brain-barrier penetration could be offset 
by high potency and low protein binding and therefore it may be inappropriate to assign a desirability close to 
zero for moderate blood-brain barrier penetration. 

 



 

 

 

  

(a) (b) 

  

(c) (d) 

Figure 1. Example desirability functions. (a) represents a hard cut-off, but not a filter, because property values 
below 5 are less desirable, but will not be rejected outright; (b) defines a linearly increasing desirability 
between 2 and 8 with values below 2 being unacceptable and those above 8 being ideal; (c) defines an ideal 
property range of 4-6 with values exceeding the upper limit being less desirable than those below the lower 
limit. The boundaries of this range are not hard cut-offs, but are ‘softened’ because the desirability above and 
below the ideal range decreases linearly; (d) s an example of a non-linear sigmoidally decreasing desirability 
function with an inflection at a property value of 5. 

Although not the first examples of the application of desirability functions in drug discovery, their use has been 
popularised by two recently published methods: the quantitative estimate of drug-likeness (QED) [8] and CNS 
MPO [9]. The former was developed for the selection of compounds with an improved chance of success as an 
oral drug, the latter for selection of compounds for central nervous system (CNS) indications. However, these 
methods should be used with caution because, in practice, they do not perform much better than random 
selection for these objectives [10] [11]. This is because the simple compound properties on which they are based, 
such as MW, lipophilicity and polar surface area, do not have a strong correlation with the ultimate in vivo 
behaviour of a compound. However, desirability functions can be applied to compound data, such as the results 
of in vitro assays or predictions from predictive models of potency, physicochemical and ADME properties, 
where there is a stronger correlation with the in vivo outcome. 

While desirability functions move away from the ‘black and white’ distinctions of filters, it is also valuable to 
explicitly consider the uncertainties in the underlying data, so that it is clear when compounds can be confidently 
distinguished or, alternatively, when the data do not support such a conclusion. This is important because 
inappropriately rejecting a compound or series due to an uncertain measurement or prediction may artificially 
narrow the scope of exploration in a project and lead to missed opportunities. Given that high quality 
compounds are rare, the cost of missing an opportunity is likely to be high. 

 

0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10

D
e

si
ra

b
ili

ty

Property

0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10

D
e

si
ra

b
ili

ty

Property

0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10

D
e

si
ra

b
ili

ty

Property

0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10

D
e

si
ra

b
ili

ty

Property



 

 

 

Figure 2. An example of a profile of property criteria suitable for identifying compounds that are potent (high 
pKi) and with suitable physicochemical and ADME properties for oral dosing against a target in the central 
nervous system. Underlying each of the criteria is desirability function, as illustrated for the pKi. The histogram 
behind the blue desirability function shows the distribution of pKi values for the compounds in the data set 
described in the text. 

Related to this is the fact that experimental data on project compounds are often incomplete, with missing data 
points for compounds that have not yet been measured in one or more assays. This can be thought of as an 
extreme form of uncertainty, where the values of the corresponding properties are simply unknown within some 
reasonable bounds (although some level of expectation can be set from the prior distributions of similar 
compounds’ measured properties [12]). It is not immediately clear how these missing data should be considered 
in MPO; one approach might be to set the desirability of missing data to 1 to avoid rejecting potentially good 
compounds, in the hope that subsequent measurements will reveal desirable properties. But, this may artificially 
promote compounds with many missing data points over those that have been progressed further, potentially 
wasting time and effort. In contrast, setting a lower desirability for missing data could artificially penalise 
compounds over those that have been measured, leading to missed opportunities, as discussed above. Most 
importantly, we would like to know when it would be valuable to measure missing data for a compound and ‘fill 
in the blanks’. 

To address these issues, the Probabilistic Scoring method [13] explicitly considers the uncertainty in each 
property value to calculate a score that represents the chance of success of a compound against a profile of 
property criteria, i.e. the probability of achieving ideal values for all properties. Each of the criteria in the profile 
is represented by a desirability function, as illustrated in Figure 2. In this case, the desirability of a property value 
is considered in terms of the risk associated with failure to meet the ideal outcome, i.e. the chance of success 
even if the compound’s property does not meet the ideal criterion. Therefore, arbitrary weights for each 
property are not required in the calculation of the score and the importance of each criterion is defined as the 
difference between the ideal desirability of 1 and the lowest possible desirability for that property. A desirability 
function for which the lowest desirability is close to or equal to 0 represents a critical property criterion, i.e. the 
chance of success if the property value is poor will be very low. However, if the lowest desirability for a property 
is close to 1 (the ideal), this means that the criterion is ‘nice to have’ but failure to meet the criterion would not, 
by itself, have a significant impact on a compound’s chance of success. 

In keeping with the mathematics of probabilities, the overall score in Probabilistic Scoring is calculated using a 
multiplicative approach. However, to avoid giving too much weight to uncertain data, the uncertainty in each 
value is explicitly taken into account to consider the probability of achieving the ideal outcome for each property, 
as illustrated in Figure 3. In addition to the score for each compound, the uncertainty in the score is also 
calculated, as shown by the error bars in Figure 4. This makes it immediately clear when compounds can be 
distinguished by the data or where more precise data or an additional criterion is required to make a confident 
decision. 

 

 



 

 

 

Figure 3 Illustration of the importance of uncertainty for a simple threshold desirability function (bold line), 
corresponding to a simple filter with a criterion of <4.0. The value of 6.0, determined for a compound’s 
property, is indicated by the vertical dashed line and the uncertainty in this value by the grey bell curve (a 
Gaussian distribution with a standard deviation of 1.0). This indicates that, although the property value 
appears to be undesirable, there is a significant probability, shown by the hatched region, that it will meet 
the criterion. Therefore, it would be inappropriate to give the compound a desirability of 0 for this property 
and, in this case, the desirability would be 0.16, which is the probability that the compound will meet the 
criterion for this property. 

 

Figure 4. The results of probabilistic scoring for the data set described in the text, using the profile of property 
criteria shown in Figure 2. The compounds are ordered from left to right along the x-axis in order of their score 
and the overall score for each compound is plotted on the y-axis. The uncertainty in each score (one standard 
deviation), due to the uncertainty in the underlying data, is shown by error bars around the corresponding 
point. From this it can be clearly seen that the highest-scoring compound cannot be confidently distinguished 
from, approximately, the top 40 compounds in the data set. 



 

 

This is particularly valuable in the case of missing experimental data, where the impact of these unknown values 
can be clearly seen. For example, if a compound had ideal outcomes with high confidence for all properties 
except for one critical property for which the data point was missing, this would be indicated by a moderate 
score; such a compound would be given lower priority than a compound that was known to be ideal for all 
properties but higher than a compound that was known to ‘fail’ for one or more properties. However, the score 
will have large error bars because, if the value of the missing data point was found to be good, the compound 
would be ‘perfect’ but, if the value was poor for this critical property, the overall chance of success would be 
low. This clearly highlights that it would be valuable to measure this missing data point. On the other hand, if a 
compound had poor outcomes for several properties and was missing data for a property, the score would be 
low with small error bars, because even a good value for this property would not ‘rescue’ such a compound; the 
effort of measuring this data point would likely be wasted. 

MPO is applied throughout the drug discovery process, for example: in triage of early hits, to identify those most 
likely to provide access to series with good ADME and physicochemical properties; in hit-to-lead to quickly target 
high quality lead series with the best chance of success in lead optimisation; guiding de novo design to explore 
novel optimisation strategies; considering scaffold hopping strategies to overcome issues in lead optimisation; 
and in the prioritisation of lead compounds for detailed in vivo studies [3] [10] [14]. 

In this paper, we will use the Probabilistic Scoring method to illustrate the application of sensitivity analysis, but 
the principles apply equally to other MPO methods.  

Sensitivity Analysis 

Sensitivity analysis has been applied in other areas of modelling and simulation in computational chemistry and 
chemoinformatics. For example, the application of physiologically based pharmacokinetic (PBPK) simulations 
can be used to predict a compound’s in vivo pharmacokinetic (PK) parameters based on in vitro measurements 
of properties such as metabolic stability, membrane permeability and lipophilicity. Analysis of the sensitivity of 
the predicted PK parameters to these properties can identify directions for compound optimisation; e.g. to 
improve in vivo half-life, is it more important to improve metabolic stability to reduce clearance or increase 
lipophilicity and hence volume of distribution [15]?  Sensitivity analysis may also be applied in QSAR modelling 
to identify the most influential descriptors to include in a model [16]. 

To assess the sensitivity of the choice of compounds from a data set to the multi-parameter property profile 
used to prioritise the compounds, we consider the way that the ranking of the compounds varies when we make 
small changes to the property criteria and their importances [17]. When analysing the impact of changes in the 
value of a property criterion, we consider shifts in the corresponding desirability function, as illustrated in Figure 
5. We use an equivalent approach to also consider the impact of changes to the importance of the criterion. 

To calculate the sensitivity score due to a perturbation in a chosen property criterion, we start by computing the 
list of scores, 𝐿𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 = {𝑠1, 𝑠2, … , 𝑠𝑛}, of the n compounds in the data set, using the original scoring profile. 

Next, leaving all other property criteria as they were, we perturb the desirability function for the chosen property 
and then compute a new list of scores 𝐿𝑛𝑒𝑤 = {𝑡1, 𝑡2, … , 𝑡𝑛} of the compounds in the data set. These scores may 
be calculated with any MPO method based on desirability functions and in the examples in this paper we have 
used the Probabilistic Scoring method described above.  

We then compute Spearman’s rank correlation coefficient between 𝐿𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙  and 𝐿𝑛𝑒𝑤: 

𝝆 =
∑ (𝐱𝐢−�̅�)(𝐲𝐢− �̅�)𝐢  

√∑ (𝐱𝐢−�̅�)𝐢  𝟐 ∑ (𝐲𝐢− �̅�)𝐢  𝟐
, 

where {𝑥1, … , 𝑥𝑛} is the list of ranks for each compound in 𝐿𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙  and {𝑦1, … , 𝑦𝑛} is the list of ranks for each 

compound in 𝐿𝑛𝑒𝑤 . 

However, if the order of two compounds only changes within the uncertainties in the scores, this is not 
significant; the change is ‘within the noise’. In other words, the perturbation to the scoring profile doesn’t 
change the conclusion that the compounds cannot be confidently distinguished (see Figure 6 for an illustration 
of this effect). Therefore, to account for the effect of uncertainty in the scores, we adjust the standard 
computation of Spearman’s rank correlation coefficient by assigning the maximum possible correlation 
contribution to compounds with old and new scores that are not statistically significantly different when their 



 

 

 

 

Figure 5. Illustration of shifts in a sigmoidal desirability function of Δ in positive and negative directions. The 
solid black line shows the original desirability function, the dashed line the same desirability function shifted 
by Δ in the positive direction and the dotted line the desirability function shifted by Δ in the negative direction. 

uncertainties are taken into account. Specifically, if compound i has the original score 𝑠𝑖  and new score 𝑡𝑖, we 
calculate 𝑃(|𝑠𝑖 − 𝑡𝑖| > 0), assuming the individual scores are normally distributed. If this probability is below a 
specified significance threshold (for example 0.75 [18]), we consider the score change to be insignificant. In this 
case, if the compound has original rank 𝑥𝑖, we change its new rank from 𝑦𝑖  to 𝑥𝑖 − (�̅� − �̅�), i.e. the compound 
is given the same rank translated by the difference between the means of the original and new sets of ranks. 

Furthermore, in practice, we are only interested in whether the order of the top-ranked compounds (i.e. those 
compounds with the highest original scores) changes; it is not relevant if the order of compounds which would 
have been rejected changes. Therefore, only the top-scoring compounds are considered in the computation of 
the correlation coefficient (for example, the top 10% or another number relevant to the project). The sensitivity 
score for the single shift to the scoring function or change in the importance is then defined to be 1 − 𝜌. While 
it is theoretically possible for the correlation coefficient to be negative, in practice this is very unlikely for the 
perturbations made in this analysis. Therefore, a sensitivity value between 0 (no sensitivity) to 1 (highly sensitive) 
is reported for ease of interpretation. 

To calculate the overall sensitivity with respect to the value of a property criterion, we repeat this calculation 
for multiple, positive and negative, shifts in the desirability function within a ‘window’. The window of shifts is 
symmetric around 0 and the size of the window is defined by a fraction of the total range of the property in the 
data set (for example 50%). The overall sensitivity score for the value of the property criterion is then defined to 
be the maximum sensitivity score for shifts within this window. Similarly, the overall sensitivity for the 
importance of a criterion is defined as the maximum sensitivity for importance values within a window from -
0.25 below, and 0.25 above, the original importance (subject to a minimum importance value of 0 and maximum 
of 1). 

The results are therefore overall sensitivities between 0 (no sensitivity) and 1 (highly sensitive) for the value and 
importance of each property criterion in the profile. 
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Figure 6. Illustration of the effect of uncertainty on the sensitivity due to a perturbation. The plots on the left 
show the scores of three compounds A, B and C calculated with the original scoring profile. The plots on the 
right show new scores calculated with a new scoring profile created by applying a perturbation to the original 
scoring profile. In each plot the error bars show the standard deviations of the scores. In (a) the error bars 
overlap significantly, indicating that the compounds cannot be confidently distinguished, therefore the 
sensitivity due to this perturbation is small, i.e. the change in rank order is within the ‘noise’ in the data. 
However, in (b) the error bars are smaller and hence this reordering is statistically significant and therefore 
the rank order of the compounds is sensitive to the perturbation. 

Discussion and Conclusion 
Visualisation and Interpretation 

There are three questions we would like to address using sensitivity analysis:  

 To which criteria values or their importances in the profile (if any) is the selection of compounds 
sensitive? 

 If we are uncertain about the ‘right’ value for a criterion or its importance, is the selection sensitive 
within a ‘reasonable’ range of possible values? 

 If the selection of compounds is sensitive to a change in the profile, which compounds are affected by 
the change? 

The first of these questions can be answered by considering the overall sensitivity values for the criteria values 
and their importances. A sensitivity value near to one indicates a highly sensitive parameter, i.e. the choice of 
compounds will change significantly for small changes to that parameter. In this case the corresponding criteria 
value or its importance should be considered carefully to ensure that it is appropriate. If there is uncertainty 
about the most appropriate value for the parameter, alternative compounds that would be selected by different 
profiles with ‘reasonable’ values of that parameter should be considered. Conversely, if the selection of 

perturbation 

perturbation 



 

 

compounds is not sensitive to any of the parameters of the scoring profile, small changes to the profile would 
not affect the selection of compounds, hence the project can proceed with confidence. 

It can also be instructive to visualise a graph of the sensitivity against perturbations in a property criterion or its 
importance, as shown in Figure 7a and Figure 8a. These graphs indicate the range of a parameter over which the 
choice of compound is insensitive. A highly sensitive parameter will appear as a very steep curve around the 
unperturbed value, as illustrated in Figure 7a. On the other hand, if the plot is relatively shallow (such as the 
example in a) and all reasonable values of the parameter lie within the range with low sensitivity, the selection 
of compounds can also proceed with confidence. 

Finally, for a sensitive parameter, the impact of a perturbation on the priority of individual compounds can be 
easily assessed by plotting the new compound scores for the perturbed profile against the original scores. Those 
points which deviate significantly from the identity line are those for which the scores have changed significantly 
due to the perturbation. Again, particular attention should be paid to changes to the top-ranked compounds, 
because these are the changes that would affect any selections made. An example of this is shown in Figure 7b. 

In a similar manner to MPO itself, sensitivity analysis may be applied throughout the drug discovery process. It 
is perhaps most valuable to analyse the sensitivity of decisions when there is the greatest flexibility to choose 
between different chemical series, for example when selecting hit or lead series, because making the most 
appropriate choice at this stage will have the greatest impact on downstream progress. This is illustrated in the 
example below. Once locked into a potent series, it can become more difficult to make significant changes to 
synthetic strategy, but even late in a project sensitivity analysis can reveal when the selection criteria being 
applied may be distorting candidate selection decisions or identify potential back-up series. 

Finally, it is important to note that the sensitivity of the criteria and their importances in a property profile will 
depend on the data set to which it is applied. Therefore, as new compounds are considered and new data are 
generated, it is useful to repeat the sensitivity analysis on a regular basis to check if new avenues for exploration 
are revealed. Fortunately, the computational tools to perform this analysis are quick and easy to apply and 
interpret. 
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 Figure 7. Graphs illustrating the sensitivity of the rank order of compounds in the data set described in the 
text to perturbations in the value of the pKi criterion in the scoring profile shown in Figure 2. (a) shows the 
sensitivity plotted against the shift in the value of the criterion, both positive and negative. The high curvature 
around a shift of zero shows that the rank order of the highest scoring compounds is very sensitive to changes 
in the value of this criterion. (b) shows the change in the scores of the compounds in the data set due to a 
negative shift of one log unit (highlighted by the red point in (a)) by plotting the compound scores calculated 
with the original profile against new scores calculated with the profile in which the pKi criterion has been 
perturbed. The colours indicate the significance of the change in rank order; yellow represents a significant 
positive change; grey, no significant change and red a significant negative change. Here we can see that the 
top-ranked compounds are significantly changed by this perturbation. 
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Figure 8. Graphs illustrating the sensitivity of the rank order of compounds in the data set described in the 
text to perturbations in the importance of the BBB log([brain]:[blood]) criterion in the scoring profile shown 
in Figure 2. (a) shows the sensitivity plotted against different levels of importance assigned to the criterion 
(the original value is 0.55). The low curvature around the original value shows that the rank order of the 
highest scoring compounds is not sensitive to changes in the importance of this criterion. (b) shows the change 
in the scores of the compounds in the data set by plotting the compound scores calculated with the original 
profile against those calculated with the profile in which the BBB log([brain]:[blood]) criterion has been 
increased to 1 (highlighted by the  red point in (a)). The colours indicate the significance of the change in rank 
order; yellow represents a significant positive change; grey, no significant change and red a significant 
negative change. Here we can see that the top-ranked compounds are not significantly changed by this 
perturbation. 

Example Application 

As an example, the methods described above have been applied to a data set of 284 compounds for which the 
inhibition of the intended therapeutic target (pKi) has been measured and predictions have been made using 
QSAR models for solubility (logS), human intestinal absorption (HIA category based on a cut-off of 30%), 
logarithm of the partition coefficient between octanol and water (logP), blood-brain barrier penetration (BBB 
log([brain]:[blood])), P-glycoprotein transport (P-gp category), inhibition of the hERG ion channel (hERG pIC50), 
affinity for the CYP2C9 and CYP2D6 isoforms of cytochrome P450 (2C9 pKi and 2D6 category respectively) and 
plasma-protein binding (PPB category based on a cut-off of 90%). Details of the experimental data and predictive 
models used in this example are given in the Experimental section and the data set is provided as Supporting 
Information. 

These compounds were scored using the profile shown in Figure 2, which was determined based on the 
subjective opinions of the project team. The objective was to identify a high quality lead compound for a CNS 
target and oral administration. Therefore, suitable potency, solubility, absorption, lipophilicity and blood-brain 
barrier penetration where given the highest priorities. Avoiding active transport by P-glycoprotein was also 
desirable because efflux across the blood-brain barrier can limit brain exposure. Furthermore, it was considered 
to be desirable to avoid inhibition of hERG and major Cytochrome P450 isoforms to reduce the risk of 
cardiotoxicity and drug-drug interactions. Low plasma-protein binding is also ideal in order to maximise the free 
drug concentration in circulation, but this was given the lowest importance because the 90% classification 
boundary of this model is not indicative of a critical issue. The Probabilistic Scoring method was applied to the 
data and associated uncertainties, resulting in the distribution of scores shown in Figure 4. All of the QSAR 
predictions, Probabilistic Scoring and sensitivity analysis calculations and visualisations were generated with the 
StarDrop software platform [19].  

Given the subjective nature of the property profile, it is important to consider the possible impact of the chosen 
criteria on the selection of compounds and hence the direction of the project. Table 1 shows the sensitivity 
scores for each of the criteria values and their importances. From this, it is immediately apparent that the 



 

 

selection of compounds is highly sensitive to the value chosen for the pKi criterion (the desirability function 
shown in Figure 2). A plot of the sensitivity of compound selection to perturbations in the value of this criterion 
is shown in Figure 7a. From this, we can see that a reduction of this criterion by one log unit would dramatically 
change the order in which compounds would be chosen, as shown in Figure 7b. In other words, compromising 
on the range of acceptable potency would give access to compounds with significantly better predicted ADME 
properties. 

Table 1 Sensitivities of the value and importance for each of the property criteria shown in the profile in Figure 
2, calculated for the data set of 284 compounds described in the text using the method for sensitivity analysis 
described in the Methods section. Note that no sensitivity can be calculated for the value of a categorical 
property because the boundary of the categorisation is fixed. 

Property Value Sensitivity Importance Sensitivity 

pKi 1.00 0.25 

logP 0.33 0.21 

logS 0.26 0.00 

P-gp category N/A 0.17 

BBB log([brain]:[blood]) 0.16 0.08 

hERG pIC50 0.10 0.07 

BBB category N/A 0.09 

PPB90 category N/A 0.02 

2D6 affinity category N/A 0.01 

2C9 pKi 0.01 0.00 

HIA category N/A 0.00 

 

Furthermore, if the objective were to select 30 compounds (approximately 10% of the original data set), Figure 
9 shows that this compromise would change the chemical series selected for progression. Compromising slightly 
on potency, at this stage of the project, would result in the exploration of a different chemical series which is 
more likely to achieve better ADME properties. In this case, it may be appropriate to select some examples of 
the alternative chemical series to consider a broad range of options and validate the best strategy for 
progression. 

On the other hand, BBB log(brain]:[blood]) is an example of a parameter to which the choice of compounds is 
insensitive. This is shown in Figure 8a, where perturbations in the importance of the BBB log([brain]:[blood] 
criterion from an original value of 0.55 produce a very shallow curve. Even if the importance of this property 
criterion were changed to 1 (critical), this would have very little impact on the order of compounds, as shown in 
Figure 8b. Therefore, there is no need to be concerned over the choice of the most appropriate importance for 
this criterion. In other words, the top-scoring compounds in this data set are not distinguished by their predicted 
blood-brain barrier penetration; this may, of course, be different if the scoring profile was applied to another 
data set. 

  



 

 

 

(a) 

 

(b) 

Figure 9. Illustration of the change in the selection of the 30 top-ranked compounds from the data set 
described in the text, due to a perturbation of the scoring profile shown in Figure 2. The chemical series in the 
data set are shown as ‘stacks’ of ‘cards’, on top of which are shown the number of compounds in each series, 
a representative structure and a histogram showing the distribution of the pK i values for the compounds in 
the series. The proportion of compounds selected in each series is shown by the filled blue region surrounding 
the stack (a) shows distribution of the 30 top-ranked compounds when scored with the original scoring profile. 
(b) shows the distribution of the 30 top-ranked compounds when scored with the perturbed profile in which 
the value of the pKi criterion has been shifted negatively by one log unit. Here we can clearly see that the 
change in the pKi criterion results in a significant change in the chemical series that would be progressed. 

Conclusion 
In this paper we have described a method to rigorously assess the sensitivity of the decisions made regarding 
the progression of compounds in the context of a project’s specific compound property requirements. It is 
important to ensure that the decisions made are robust to the, sometimes subjective, choices for property 
criteria used for the selection of compounds. 

We have also illustrated that, when prioritising compounds and assessing the stability of the results, it is 
important to consider the impact of uncertainty. All data in drug discovery, whether experimentally measured 
or predicted have significant uncertainty due to experimental variability and statistical error. When data do not 
support the ability to distinguish between compounds, strategies should be considered that explore a range of 
options to ensure that valuable opportunities are not rejected, with a view towards generating more confident 
data where necessary. 

If the direction of a project is found to be sensitive to the value or importance of a property criterion, what 
should be done? Consider the value or importance of the property criterion carefully and, if you are confident 
that this has been set correctly, you can proceed. However, if you are uncertain about what the ‘right’ value of 
the parameter should be, a more rigorous strategy may be to progress some of the compounds selected by 
different values, for more detailed experimental investigation, to determine the most appropriate value to use 
in the future.  

  



 

 

Experimental 
In order to avoid issues with confidentiality of structures and data, the data set used in the illustrative example 
above was derived from the public domain ChEMBL database [20] and represents compounds for which 
inhibition (pKi) had been measured for the 5-hydroxytryptamine receptor type 1A (5-HT1A). The activities span 5 
orders of magnitude with a mean pKi value of 7.6 and a standard deviation of 1.0 log units, as illustrated in Figure 
10. The uncertainty in the experimental values was estimated to be 0.3 log units. The compounds in the data set 
represent 6 chemical classes as illustrated in Figure 9. 

The remaining compound properties were calculated with QSAR models in the StarDrop software platform [19]. 
The models were built using a variety of QSAR modelling methods and descriptors including whole molecule 
properties such as logP, polar surface area, MW, charge and flexibility and counts of structural fragment 
descriptors.  Details of the models, including the method used, numbers of compounds in the training and test 
sets and external validation results are shown in Table 2. 

Table 2 Summary of the QSAR models used in the illustrative example. For each model, the method used, 
numbers of compounds in the training and test set (Ntraining and Ntest) and the validation results for the 
independent test are provided. For regression models, the coefficient of determination (R2) and root-mean-
square error (RMSE) are shown; for classification models the classification accuracy is given for each class. 

Model Method Ntraining Ntest Independent Test 

Regression models R2 RMSE 

logP Radial basis function 6887 2950 0.92 0.44 

logS Radial basis function 2650 663 0.82 0.80 

BBB 
log([brain]:[blood]) 

Radial basis function with genetic 
algorithm feature selection 

359 75 0.72 0.36 

hERG pIC50 Gaussian Process 135 33 0.72 0.64 

2C9 pKi Random forest regression 105 25 0.64 0.60 

Classification Models Accuracy 

P-pg category Random forest 205 51 79% (yes), 82% (no) 

BBB category Random forest 101 100 83% (+), 91% (-) 

PPB90 category Random forest 775 332 81% (high), 87% (low) 

2D6 affinity category Decision tree (4 class) 168 45 63% (low), 50% (medium), 
59% (high), 50% (very high) 

HIA category Decision tree 252 245 99% (+), 66% (-) 

 

Each QSAR model is associated with a domain of applicability, defined by the diversity of the training set used 
to build the model. The position of a predicted compound in relation to the domain of applicability is reflected 
in the uncertainty in the predicted value. In some cases, this is derived from the root-mean-square or 
classification errors of compounds in the independent validation set of the model both inside and near to the 
domain of applicability, as defined by a Hotelling’s T2 test in the descriptor space of the model. For compounds 
lying far from the domain of applicability, a very high uncertainty is reported to reflect the lack of confidence in 
such a prediction. For modelling methods, such as random forests [21] or Gaussian Processes [22], the 
uncertainty may be estimated on an individual compound basis. These uncertainties are naturally taken into 
consideration by the Probabilistic Scoring and sensitivity methods, as described above. 
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Figure 10 Histogram showing the distribution of measured inhibition values (pKi) for the data set used in the 
illustrative example. 
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